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Abstract: Human face is the most dynamic part of the body that conveys information about the instant 

emotions. Facial expression analysis starts from early 1900s where later on scientists identify the six basic facial 

expressions as Anger, Disgust, Fear, Happiness, Sadness, Surprise and Neutral with the pioneering studies of 

psychologists. In the last decades, the acceleration in artificial intelligence and computer vision research makes 

it possible to automatically detect facial expressions through images. Furthermore, micro expressions, muscle 

movements and compound facial expressions; that are the combinations of the basic expressions can be also 

analyzed with computer vision algorithms. The main motivation in automatic facial expression analysis is to 

support human-computer. Furthermore, facial expression analysis can be a driver for automatic emotion 

analysis. In this study, we propose a novel method to detect stress indicators on the frontal face images. The 

detection procedure is based on compound facial expression analysis. 49 couples of 6 basic facial expressions 

where one is dominating, and the other is the complementary expression are employed. iCV-MEFED facial 

expression dataset is used in the experiments where video and image samples are provided for every compound 

facial expression class. The training and testing of compound facial expressions are done using a deep neural 

network. The robust representations of faces are achieved using a fusion method that combines deep texture 

features and the action units on the face. Then, through the appropriate grouping of the compound expressions, 

the system can detect the signs of stress.  The proposed approach obtains encouraging results, and it is open to 

further improvements. 

 

Keywords: Facial expression analysis, Stress detection, Emotion analysis, Compound expressions, Machine 

learning. 

 

 

Introduction 

 

Face and facial expressions involve significant information about the instant emotional states of humans. 

Starting from early 1900s, even before, the psychologists have observed human and animal facial expressions 

and attempted to categorize them. There are categorizations that are accepted by the community and the research 

studies are following. Together with the advancements in artificial intelligence and computer vision fields, 

implementing a robust facial expression analyzer on real time became possible. Automatic facial expression 

analysis also supports human computer interaction and is utmost important in this sense. Furthermore, besides 

the automatic computer vision systems classifying the facial expressions, there are approaches that classifies 

facial expressions based on the dimensions of valence (positive-negative) and arousal (activation level), 

representing emotional intensity and affective states. In summary, we can summarize the facial expression 

analysis directions as follows (Sajjad et al., 2023): 

http://www.isres.org/
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 Basic Emotions Classification 

Basic emotional categories such as happiness, sadness, anger, fear, surprise, disgust, and neutral 

expressions 

 Compound Emotions Classification 

Classifies facial expressions into compound or complex emotional states that combine basic emotions, 

such as happy-sad, angry-surprised, or fear-disgust 

 Action Unit (AU) Classification 

Typically uses machine learning algorithms to detect and classify AUs from facial landmarks or image 

patches, facilitating detailed analysis of facial expressions. 

 Valence-Arousal Classification 

Classifies facial expressions based on the dimensions of valence (positive-negative) and arousal 

(activation level), representing emotional intensity and affective states. 

 Micro-Expression Classification 

Micro-Expression Classification focuses on detecting and classifying subtle and rapid facial 

expressions known as micro-expressions which occur within fractions of a second and often reveal 

concealed emotions. Utilizes high-speed imaging, motion analysis techniques, and specialized 

classifiers to capture and classify micro-expressions accurately. 

 

The above-mentioned categorizations can be utilized to build applications on top such as diagnosis of disorders, 

security or learning. Currently there are active research studies to bring a robust solution to compound and 

micro expression analysis. 

 

 

Literature Summary 

 

Recognizing facial expressions by computers presents a formidable challenge due to various factors, including 

the diverse physiognomy of individual faces, head poses, and lighting conditions (Nonis, Dagnes, Marcolin, & 

Vezzetti, 2019). This task becomes even more intricate when dealing with compound emotions or facial 

expressions, which adds complexity to an already demanding analysis. A significant hurdle in human emotion 

recognition lies in the scarcity of robust and well-labeled datasets pertaining to human emotions (Martinez, & 

Valstar, 2016). While most analyses focus on the seven primary human emotions - sadness, disgust, anger, 

happiness, surprise, fear, and contempt (Ekman, 1992) - recent research efforts have been directed towards 

advancing the analysis of compound facial expressions and emotions (Yu et al., 2018; Hu et al., 2017; Guo et 

al., 2017; Du & Martinez, 2022), driven by advancements in tools for compound human emotion analysis (Loob 

et al., 2017). 

 

Psychological studies have revealed that different regions of the face convey distinct emotional cues through 

facial expressions (Levi & Hassner, 2015; Zhao et al., 2016; Grobova et al., 2017). Further investigations 

suggest that certain facial regions carry more emotional information than others (Lusi et al., 2017). For instance, 

the eyes and eyebrows are primary conveyors of emotions like fear and anger, whereas expressions of happiness 

and disgust are predominantly exhibited through the mouth region. The expression of surprise may involve both 

the mouth and the eyes/eyebrows regions (Kulkarni et al., 2018) 

 

Although much research has focused on the six basic human emotions as defined by Ekman and Friesen - fear, 

anger, disgust, sadness, surprise, and happiness (Ekman & Friesen, 1971) - psychological studies indicate that 

emotions extend beyond these basic categories, influenced by factors such as mental states, interpersonal 

relationships, and cultural backgrounds (Keltner et al., 2019; Haamer et al., 2017).  Noroozi et al. (Noroozi et 

al., 2017) extensively discuss compound human emotions, which combine two basic emotions with one acting 

as dominant and the other complementary. The complexity of compound human emotions poses significant 

challenges in recognition and classification, as the fusion of two basic emotions amplifies the intricacy of 

emotional states. 

 

Automatic stress detection from facial images is a burgeoning area of research aiming to develop computational 

methods for accurately identifying stress levels based on facial expressions. The detection of stress from facial 

images holds promise for various applications, including healthcare, human-computer interaction, and 

psychological research. 

 

Several studies have investigated different approaches and techniques for automatic stress detection from facial 

images. One common approach involves feature extraction from facial images using techniques such as facial 

landmark detection, facial action unit analysis, and texture analysis. These features capture subtle changes in 
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facial expressions associated with stress, such as furrowed brows, tense lips, or widened eyes. Machine learning 

algorithms, including support vector machines (SVM), convolutional neural networks (CNN), and deep learning 

architectures, are commonly employed for stress classification. These algorithms are trained on labeled datasets 

of facial images annotated with stress levels to learn patterns and relationships between facial features and stress 

states. 

 

For example, some studies revealed promising results concerning methods using machine learning and deep 

learning for facial parameters such as facial expression (Dinges et al., 2005), semi- or/and non-voluntary facial 

features (Giannakakis et al., 2017), action units (Giannakakis et al., 2020) as well as integrating basic emotion 

classes (Zhang et al., 2019). However, no studies have been conducted to examine the integration of compound 

emotions in the detection of stress.  

 

Several challenges exist in automatic stress detection from facial images, including variability in facial 

expressions across individuals, the subjective nature of stress, and the need for large and diverse datasets for 

training robust models. Additionally, addressing ethical considerations, such as privacy concerns and potential 

biases in algorithmic predictions, is essential in the development and deployment of stress detection systems. In 

this respect, the current study is unique; it is the first endeavor to scrutinize stress detection through compound 

facial expressions using neural networks. 

 

The paper proposes a valence-arousal classification-based approach in order to detect the signs of stress 

automatically from the frontal face images. The main contribution of the paper is to explore the mapping 

between the compound facial expressions and the presence of stress signs accordingly. There are many datasets 

including compound facial expressions. In our study, we employ iCV-MEFED dataset that is the richest 

compound expression dataset including the 50 compound expression classes where dominant and 

complementary combinations of the six basic expressions are used (Guo et al., 2018).    

 

 

Stress Detection through Compound Facial Expressions 
 

The proposed system consists of two main blocks. The first part is the compound expression analyzer proposed 

by Jiddah and Yurtkan (2023), and the second part is the proposed stress detection mapping under the 

supervision of our expert psychologist. Convolutional neural networks (CNNs) and Long-Short Term Memory 

(LSTM) networks are employed. 

 

 

iCV-MEFED Dataset 

 

The iCV-MEFED dataset, developed and compiled by Guo et al. (2018), represents a unique collection of 

human compound emotions. It addresses the limitations of existing publicly available datasets by offering a 

comprehensive range of 50 fine-grained emotional classes. This dataset is pioneering in its scope, containing 

31,250 facial images sourced from 125 subjects, ensuring a balanced representation of genders and diverse 

ethnic backgrounds, with subjects aged between 18 and 37 years. Notably, all images in the iCV-MEFED 

dataset are captured under controlled conditions to minimize data noise, including factors like background 

interference, varying illumination, and head pose discrepancies. Such efforts are crucial to mitigate biases that 

may affect the analysis and classification outcomes of the images (Clark et al., 2020). Each subject in the dataset 

is guided by a trained psychologist to enact five samples of each of the 50 emotions, ensuring accurate 

expression of the complex emotional spectrum. The exhaustive list of 50 emotional classes captured in the 

dataset is detailed in Table 1. Figure 1 shows example faces from the dataset. 

 

 

Compound Facial Expression Recognizer 

 

In the hybrid recurrent neural network (RNN) method, the classification model's input data comprises AU 

(Action Unit) feature data extracted from the dataset. Following AU feature extraction, each image in the dataset 

is depicted by a 35-feature vector, comprising 18 AU presence features and 17 AU intensity features. All images 

in the dataset undergo AU feature extraction and are subsequently labeled based on their emotion class, 

facilitating classification. Therefore, the input data dimension for this approach is a 35 × 1 feature vector. 
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Figure 1. Examples from icv-mefed dataset.  

 

CNN-LSTM represents a type of deep learning architecture that amalgamates two distinct deep learning 

networks, thereby creating a hybrid network that harnesses the computational benefits of both networks (Wang 

et al., 2020). In this framework, CNN-LSTM utilizes the initial layers of the CNN network to perform feature 

extraction from the input data, which, in our experimental setup, comprises the AU data feature vector. 

Subsequently, the extracted features are forwarded to the LSTM network for classification and prediction. 

LSTM networks offer a notable advantage over generic recurrent neural networks due to their utilization of 

memory blocks, facilitating expedited learning processes (Amin et al., 2019). CNN-LSTM networks have 

demonstrated efficacy in executing deep learning tasks efficiently, and our proposed methodology aims to 

capitalize on the availability of a series of five emotion images in each class for every subject in the iCV-

MEFED dataset. 

 

Table 1. Compound facial expression classes of icv-mefed Dataset (Guo, et al., 2018).     

 Angry Contempt Disgust Fear Happy Sadness Surprise 

Angry 
Angry 

Contempt 

angry 

Disgust 

angry 

Fear 

angry 

Happy 

angry 

Sadness 

angry 

surprise 

angry 

Contempt Angry 

contempt 
Contempt 

Disgust 

contempt 

Fear 

contempt 

Happy 

contempt 

Sadness 

contempt 

Surprise 

contempt 

Disgust Angry 

disgust 

Contempt 

disgust 
Disgust 

Fear 

disgust 

Happy 

disgust 

Sadness 

disgust 

Surprise 

disgust 

Fear Angry 

fear 

Contempt 

fear 

Disgust 

fear 
Fear 

Happy 

fear 

Sadness 

fear 

Surprise 

fear 

Happy Angry 

fear 

Contempt 

happy 

Disgust 

happy 

Fear 

happy 
Happy 

Sadness 

happy 

Surprise 

happy 

Sadness Angry 

sadness 

Contempt 

sadness 

Disgust 

sadness 

Fear 

sadness 

Happy 

sadness 
Sadness 

Surprise 

sadness 

Surprise Angry 

surprise 

Contempt 

surprise 

Disgust 

surprise 

Fear 

surprise 

Happy 

surprise 

Sadness 

surprise 
Surprise 
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The implemented CNN-LSTM model in this study is structured with a total of 12 layers, each layer configured 

as follows: an input layer, three max-pooling layers, five convolutional hidden layers, one LSTM layer, one 

dense layer, one dropout layer, and an output layer. The max-pooling layers serve to condense the feature 

dimensions through feature summarization, aiding in convolutional layer padding. The LSTM layer is integrated 

into the architecture post-feature summarization by the last pooling layer, resulting in a feature map comprising 

the most pertinent features for classification. All input data are vectorized into a 35 × 1 (35, 1) input dimension 

for our model. The convolutional layers engage in feature extraction utilizing the ReLU activation function, 

while the batch size is set at 64. Additionally, the model employs the Adam optimizer with a learning rate of 

0.001 and a categorical loss function.  

 

 
Figure 2. CNN-LSTM hybrid neural network model used. 

 

 

Stress Detection through Facial Expressions  

 

The signs of stress can be analyzed through facial information. In our study, we concentrate on the standardized 

basic facial expressions and their compound versions in order to explore the stress indicators. Together with our 

expert psychologist’s supervision, we have found that the marked compound facial expression classes in Table 2 

are carrying information about the stress. Thus, the neural networks are re-trained according to the Table 2, 

where marked stress related compound expressions are treated as positive class, and the unmarked classes are 

treated as negative class. In total, 20 classes are selected as stress indicators. 

 

Table 1. Stress indicator compound facial expression classes excluding contempt compound expressions of icv-

mefed dataset where boxed classes are positive classes.     

 Angry Contempt Disgust Fear Happy Sadness Surprise 

Angry 
Angry 

Contempt 

angry 

Disgust 

angry 

Fear 

angry 

Happy 

angry 

Sadness 

angry 

surprise 

angry 

Contempt Angry 

contempt 
Contempt 

Disgust 

contempt 

Fear 

contempt 

Happy 

contempt 

Sadness 

contempt 

Surprise 

contempt 

Disgust Angry 

disgust 

Contempt 

disgust 
Disgust 

Fear 

disgust 

Happy 

disgust 

Sadness 

disgust 

Surprise 

disgust 

Fear Angry 

fear 

Contempt 

fear 

Disgust 

fear 
Fear 

Happy 

fear 

Sadness 

fear 

Surprise 

fear 

Happy Angry 

fear 

Contempt 

happy 

Disgust 

happy 

Fear 

happy 
Happy 

Sadness 

happy 

Surprise 

happy 

Sadness Angry 

sadness 

Contempt 

sadness 

Disgust 

sadness 

Fear 

sadness 

Happy 

sadness 
Sadness 

Surprise 

sadness 

Surprise Angry 

surprise 

Contempt 

surprise 

Disgust 

surprise 

Fear 

surprise 

Happy 

surprise 

Sadness 

surprise 
Surprise 

 

Since the review of the literature revealed no studies exploring the relationship between compound emotions 

and stress, the compound emotions of emotional stress are grouped according to the basic emotions that the 

expression of stress has been linked to. Stress has been linked with negative affect and reflected in the emotions 

of sadness, fear, anger, and disgust (Das & Yamada, 2013; Lerner et al., & Taylor, 2007; Lazarus, 2006; Zautra, 



International Conference on Social Science Studies (IConSoS), May 02-05, 2024, Alanya/Turkey 

6 

 

2006). Thus, among the seven basic emotions, emotional stress is grouped according to disgust, sadness, anger, 

and fear and their compounds as shown in Table 1. In the face of stressful events, positive feelings (i.e., 

happiness) and negative emotions (i.e., sadness) have been found to have an inverse relationship (Zautra et al.,  

2010). In this regard, compound emotions involving positive and negative emotions have not been considered 

for examination. 

 

Table 2. Stress indicator compound facial expression classes including contempt compound expressions of icv-

mefed dataset where boxed classes are positive classes.     

 Angry Contempt Disgust Fear Happy Sadness Surprise 

Angry 
Angry 

Contempt 

angry 

Disgust 

angry 

Fear 

angry 

Happy 

angry 

Sadness 

angry 

surprise 

angry 

Contempt Angry 

contempt 
Contempt 

Disgust 

contempt 

Fear 

contempt 

Happy 

contempt 

Sadness 

contempt 

Surprise 

contempt 

Disgust Angry 

disgust 

Contempt 

disgust 
Disgust 

Fear 

disgust 

Happy 

disgust 

Sadness 

disgust 

Surprise 

disgust 

Fear Angry 

fear 

Contempt 

fear 

Disgust 

fear 
Fear 

Happy 

fear 

Sadness 

fear 

Surprise 

fear 

Happy Angry 

fear 

Contempt 

happy 

Disgust 

happy 

Fear 

happy 
Happy 

Sadness 

happy 

Surprise 

happy 

Sadness Angry 

sadness 

Contempt 

sadness 

Disgust 

sadness 

Fear 

sadness 

Happy 

sadness 
Sadness 

Surprise 

sadness 

Surprise Angry 

surprise 

Contempt 

surprise 

Disgust 

surprise 

Fear 

surprise 

Happy 

surprise 

Sadness 

surprise 
Surprise 

 

 

Analysis of Contempt Expression 

 

Despite contempt being a form of negative emotion, it has been the least studied emotion among the basic seven 

emotions. This, examination of its relationship with stress, has also been found as an underexamined area in 

literature. This could be originated from the fact that contempt is regarded as a more human-targeted social 

emotion helping in the regulation of hierarchies (Fischer et al., 2022). The research on contempt and 

relationships has revealed associations between contempt and a lack of control over the other person (Fischer & 

Roseman, 2007), breakup-related distress (Heshmati et al., 2017), low competence and self-esteem (Schriber et 

al.,, 2017) as well as contempt and lower levels of self-reported stress (Crowley, 2013). The associations 

between contempt and relationships point out a potential relationship between coping and stressful situations. 

Therefore, an alternate table including the previously classified compound emotions along with; contempt and 

compound emotions of contempt with disgust, fear, sadness and anger has been created, as shown in Table 2. 

The average accuracy found in detecting stress was 72.92%, compared to 71.28% in Table 1, which excluded 

contempt and its compounds with the stress emotions. The slight increase could mean that contempt has a role 

in the process and regulation of stress. 

 

 

Results and Discussion 
 

The experiments are completed on iCV-MEFED dataset with 80:20 ratio of testing and validation. 5-fold cross 

validation method is applied to validate the results. A class that is mapped as a stress indicator is treated as 

positive class, and others are treated as negative class. The performance metrics of accuracy, precision, 

sensitivity, specificity and F1-score are used to evaluate the system. The usual classification metrics used are  

true negative (TN); which is the number of correctly identified negative classes in predictions, true positive 

(TP); which is the number of correctly identified positive classes in predictions, false negative (FN) this is the 

number of incorrectly identified negatives in predictions, false positive (FP); this is the number of incorrectly 

identified positives in the predictions. Formulas related to the performance metrics are listed from equation 1 

through equation 5. 

 

Accuracy = (TP+TN)/(TP+TN+FP+FN)                                                                        (1) 

Precision = TP/(TP+FP)                                                                                                  (2) 

Sensitivity = TP/ (TP+FN)                                                                                              (3) 

Specificity = TN/ (TN+FP)                                                                                             (4) 

F1 score = 2 * ((Precision * Recall)/ (Precision + Recall))                                            (5) 
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Table 3. Performance evaluations of the proposed system based on the positive classes listed in table 1. 

Fold Accuracy Precision Sensitivity Specificity F1 score 

Fold 1 71.33 61.07 30.70 90.68 40.86 

Fold 2 70.92 60.77 31.52 90.10 41.51 

Fold 3 72.99 75.86 89.86 34.10 82.27 

Fold 4 70.68 58.89 30.77 89.74 40.42 

Fold 5 70.48 72.67 90.16 29.65 80.48 

Average 71.28 66.0 55.0 67.0 57.0 

 

It can be observed from the Table 3 that the system can recognize the signs of stress automatically with the 

average accuracy of 72.92 % that is an acceptable rate. Furthermore, the system is more sensitive to signs of 

stress. Considering the challenges in the problem, the overall performance of the system is acceptable and is 

open to further improvements. On the other hand, the selection of contempt expression is still a challenge that 

we found, and then experiments are also accomplished with the compound contempt expressions excluded. In 

terms of average accuracy, the two approaches are approximately performing in the similar levels. However, 

from the view of sensitivity, the contempt expression and its compounds bring significant improvements.  

 

The compound facial expression analysis is still a challenging problem of computer vision when considering 

more compound classes like 50 in total, that are used in our study. The average accuracies are even below 50% 

in most of the proposed models. Although the robust recognition of compound expressions brings different 

challenges to resolve, they can form a good basis for psychological analysis through faces, from the aspects of 

depression, stress and anxiety. The results shown that dominant and complementary expression classes can be a 

good basis for analyzing the signs of stress.   

  

Table 4. Performance evaluations of the proposed system based on the positive classes listed in table 2. 

Fold Accuracy Precision Sensitivity Specificity F1 score 

Fold 1 73.37 73.63 73.60 73.14 73.61 

Fold 2 72.88 73.74 71.64 74.13 72.68 

Fold 3 73.01 71.01 74.96 71.17 72.96 

Fold 4 73.12 71.62 74.71 71.59 73.13 

Fold 5 72.20 70.91 74.25 70.20 72.54 

Average 72.92 72.0 74.0 72.0 73.0 

 

 

Conclusion  
 

The paper proposes a stress detection system based on compound facial expressions. The challenging problem 

of detecting the signs of stress through frontal faces is attacked. The proposed system is taking iCV-MEFED 

dataset as a basis that includes the highest number of compound expression classes in the research studies where 

there are 50 classes composed of the dominant and complementary combinations of the six basic expressions. 

An extensive mapping of compound expression classes to stress indication is performed.  The computer vision 

part of the system is employing a hybrid CNN and LSTM neural networks. The system is evaluated on the 

dataset by applying 5-fold cross validation. The performances of the system reached to 72.92 % accuracy and 

shown that the proposed methodology achieves encouraging results giving directions to further improvements. 

  

 

Analysis of Contempt Expression 

 

The system’s overall accuracy is beyond 70% and this level of performance is acceptable. Furthermore, the 

system is open to performance improvements. A possible future work is to employ texture feature extraction 

techniques like Local Binary Patterns (LBPs) to enhance the facial representations to improve the system’s 

performance. Another similar direction may be the improvements in the deep learning model used. One of the 

possible future works to adapt is to investigate the compound expression basis for the signs of depression and 

anxiety. Similar input level and neural network level enhancements are also to be considered for these future 

directions. Overall, the proposed system forms a basis and opens new directions for further facial analysis based 

on dominant and complementary facial expressions.  
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